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2
Algorithm
Tarleton Gillespie

In Keywords, Raymond Williams highlights how important terms 
change over time. But for many of the “digital keywords” here, just 
as important is the simultaneous use of a term by di�erent com-
munities, particularly inside and outside of technical professions, 
who seem o�en to share common words but speak di�erent lan-
guages. Williams points to this concern too: “When we come to say 
‘we just don’t speak the same language’ we mean something more 
general: that we have di�erent immediate values or di�erent kinds 
of valuation, or that we are aware, o�en intangibly, of di�erent for-
mations and distributions of energy and interest” (1976/1983, 11).

In the case of algorithm, the technical specialists, the social scien-
tists, and the broader public are using the word in di�erent ways. 
For so�ware engineers, algorithms are o�en quite simple things; 
for the broader public they are seen as something unattainably 
complex. For social scientists, algorithm lures us away from the tech-
nical meaning, o�ering an inscrutable artifact that nevertheless has 
some elusive and explanatory power (Barocas, Hood, and Ziewitz 
2013, 3). We find ourselves more ready to proclaim the impact of 
algorithms than to say what they are. This is not to say that critique 
requires a settled, singular meaning, or that technical meanings 
necessarily trump others. But we should be cognizant of the mul-
tiple meanings of algorithm as well as the discursive work the term 
performs.

To chase the etymology of the word is to chase a ghost. It is 
o�en said that the term algorithm was coined to honor the con-
tributions of ninth- century Persian mathematician Muh. ammad 
ibn Mūsā al- Khwārizmī, noted for having developed the funda-
mental techniques of algebra. It is probably more accurate to say 
that it developed from or with the word algorism, a formal term 
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for the Hindu- Arabic decimal number system, which was some-
times spelled algorithm, and which itself is said to derive from a 
French bastardization of a Latin bastardization of al- Khwārizmī’s 
name, Algoritmi. Either way, it is something beyond irony that al-
gorithm, which now drops its exotic flavor into Western discussions 
of the information society, honors an Arabic mathematician from 
the high court of Baghdad. The decimal number system he helped 
popularize also introduced the concept of zero, or sifr in Arabic. 
Perhaps it is fitting that al- Khwārizmī also has a crater on the moon 
named a�er him, a kind of astronomic zero. Like his crater and the 
zero concept he championed, the term algorithm will turn out to 
be important in part because it is vacant, a cypher, a ghostly place-
holder upon which computational systems now stand.

Algorithm as a Trick

As we try to pinpoint the values that are enacted, or even embed-
ded, in computational technology, it may in fact not be the algo-
rithms that we need be most concerned about— if what we meant 
by 
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and indicators. What was a social judgment— “What’s relevant?”— 
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data set. Perhaps there are lively insights to be had about the impli-
cations of di�erent algorithms in this strict technical sense,3 but by 
and large we in fact mean something else when we talk about an 
algorithm having “social implications.”

Algorithm as Synecdoche

While it is important to understand the technical specificity of the 
term, algorithm has now achieved some purchase in the broader 
public discourse about information technologies, where it is typ-
ically used as an abbreviation for everything described above, 
combined: algorithm, model, target goal, data, training data, appli-
cation, hardware. As Go�ey puts it, “Algorithms act, but they do so 
as part of an ill- defined network of actions upon actions” (2008, 19). 
It is this ill- defined network to which our more common use of the 
term refers. And this technical assemblage stands in for, and o�en 
obscures, the people involved at every point: people debating the 
models, cleaning the training data, designing the algorithms, tun-
ing the parameters, deciding on which algorithms to depend on in 
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claims. It is a di�erent kind of legitimacy from one that rests on 
the subjective expertise of an editor or a consultant, though it is 
important not to assume that it trumps such claims in all cases. 
A market prediction that is “algorithmic” is di�erent from a pre-
diction that comes from expert brokers highly respected for their 
expertise and acumen; a claim about an emergent social norm in a 
community generated by an algorithm is di�erent from one gener-
ated ethnographically. Each makes its own play for legitimacy, and 
implies its own framework for what legitimacy is (quantification 
or interpretation, mechanical distance or human closeness) (see 
community). But in the context of nearly a century of celebration 
of the statistical production of knowledge and long- standing trust 
in automated calculation over human judgment, the algorithmic 
does enjoy a particular cultural authority.

More than that, the term o�ers the corporate owner a powerful 
talisman to ward o� criticism, when companies must justify them-
selves and their services to their audience, explain away errors and 
unwanted outcomes, and justify and defend the increasingly sig-
nificant roles they play in public life (Gillespie 2012a). When  critics 
say, “Facebook’s algorithm,” they o�en mean Facebook and the 
choices it makes, some of which are made in code. But information 
services can point to “the algorithm” as having been responsible 
for particular results or conclusions, as a way to distance those re-
sults from the providers (Morozov 2014, 142). The term generates 
an entity that is somehow separate, like the assembly line inside the 
factory, that can be praised as e�cient or blamed for mistakes.

The term algorithm is also quite o�en used as a stand- in for its 
designer or corporate owner. This may be another way of making 
the earlier point, that the singular term stands for a complex soci-
otechnical assemblage: Facebook’s algorithm really means Facebook, 
and Facebook really means the people, things, priorities, infra-
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Maybe saying “Facebook’s algorithm” and really meaning the 
choices made by Facebook the company is a way to assign account-
ability (Diakopoulos 2013; Ziewitz 2011). It makes the algorithm 
theirs in a powerful way, reducing the distance some providers 
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procedural and the subjective, the machinic and the human, the 
measured and the ine�able. And it is crucial that we continue to 
examine algorithmic systems ethnographically, to explore how the 
systemic and the ad hoc coexist and are managed within them.

To highlight their automaticity and mathematical quality, then, 
is not to contrast algorithms to human judgment. It is to recognize 
them as part of mechanisms that introduce and privilege quanti-
fication, proceduralization, and automation in human endeavors. 
Our concern for the politics of algorithms is an extension of wor-
ries about Taylorism and the automation of industrial labor; about 
actuarial accounting, the census, and the quantification of knowl-
edge about people and populations; and about management theory 
and the dominion of bureaucracy. At the same time, we sometimes 
wish for more “algorithmic” interventions when the ones we face 
are discriminatory, nepotistic, and fraught with error; sometimes 
procedure is truly democratic.

We rarely get to watch algorithms work; but picture watching 
complex tra�c patterns from a high vantage point: it is clear that 
this “algorithmic” system privileges the imposition of procedure, 
and— 
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See in this volume: community, culture, digital, information, per-
sonalization, prototype

See in Williams: bureaucracy, determine, expert, hegemony, indus-
try, institution, jargon, management, mechanical, pragmatic, stan-
dards, technology

Notes

1 This parallels Kowalski’s well- known definition of an algorithm as “logic 
+ control”: “An algorithm can be regarded as consisting of a logic compo-
nent, which specifies the knowledge to be used in solving problems, and 
a control component,  which determines the problem- solving strategies 
by means of which that knowledge is used. The logic component deter-
mines the meaning of the algorithm whereas the control component only 
a�ects its e�ciency” (Kowalski 1979, 424). I prefer to use “model” because I 
want to reserve “logic” for the underlying premise of the entire algorithmic 
system and its deployment.

2 This may help explain Google’s racially charged image labeling blunder in 
2015. See Dougherty 2015.

3 See Kockelman 2013 for a dense but superb example.
4 See Christian 2012.
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